Multi-user posture and gesture classification for ‘subject-in-the-loop’ applications
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Abstract
This study describes a posture classification method for a marker-free depth camera. The method consists of an object identification procedure, feature extraction, and a naïve Bayesian classification approach with a supervised training. Point clouds obtained from the depth camera are split into objects. For each object a set of features is extracted. A method of feature pre-processing is proposed and compared against a statistical orthogonalisation method. Using a manually labelled training data set, the probability distributions for the Bayesian classification are obtained. As a result of the classification, the most likely gesture is assigned to each object in real time. Classification performance was tested on a separate data set and reached about 80%.

Three different applications are described: Automatic estimation of user postures to estimate the influence of hearing devices on user behaviour in communication situations, the control of an interactive audio-visual art installation, and interactive light control on a dance-floor setup with multiple dancers. Classification performance in these applications was measured and discussed.

Keywords
gesture classification, behaviour analysis, hearing devices, interactive art, subject-in-the-loop

1 Introduction
With the development of assistive technologies, there is a growing need for robust automatic identification of human postures and gestures. Gesture recognition is used for improving the human-machine communication, e.g., in hand gesture-based device control [Freeman and Weissman, 1997; Richarz et al., 2008]. Another use case is the classification of gestures and postures that describe the subject’s behaviour or provide information on the current state of the subject [Busso et al., 2008; Melo et al., 2015]. Automatic recognition of various postures has potential applications in research areas where the test subject’s behaviour is analysed. As an example from the hearing research, in typical communication situations, leaning forward while listening is associated with a high listening effort, whereas sitting more relaxed indicates a lower effort [Paluch et al., 2015]. Manual labelling of user behaviour in similar tasks is usually time consuming and is not sufficient in case of the ‘subject-in-the-loop’ experiments, where the measurement is controlled by the responses of the test subject. Interaction between the subject reactions and the measurement procedure is desired when aiming at more realistic experimental conditions, but can also provide additional performance measures from the experimental feedback loop. ‘Subject-in-the-loop’ experiments require a real-time classification of gestures and postures. This differs from conventional behavioural experiments where a post-hoc analysis of the data is possible. Besides research applications, machine control functions based on natural postures are possible, e.g., a hearing device could increase the noise reduction efficiency when the user’s change in posture indicates a higher listening effort. Such an application would require a body-worn motion tracking sensor, e.g., accelerometer and gyroscope embedded into a hearing device.

Gestures and posture recognition tools are also applied in music and arts [Ciglar, 2008; Donnarumma, 2011]. Typically, an artist controls music generation and modification tools with gestures, resulting in a mixture of dance and music performance. The classification system proposed here is designed to be useful for music and art applications with multiple users. One application is an audio-visual installation, where the postures of the audience influence the sound and vision. Another potential real-time application is the live interactive light and music control system for a dance-floor.

Real-time analysis of postures and gestures from depth images is commonly achieved via skeleton modelling [Shotton et al., 2013]. In the
applications of this study, such a high level posture model is not required, because only a limited number of posture and gesture classes need to be discriminated. Furthermore, these applications require a computationally fast method of classification. For this, a naïve Bayesian classifier as used in this study. This simple classification method can deal with a low-dimensional data and requires only a limited amount of training data [Ashari et al., 2013; Gupte et al., 2014]. For discriminating only a small set of classes, low level features describing the coarse point cloud distributions and the velocities of certain point cloud areas can be used. However, to fulfill the implicit statistical assumptions of the naïve Bayesian classifier, and to identify the most relevant application-specific feature sets, a pre-processing of features may be beneficial.

In this paper, methods of point cloud processing (sections 2.1 to 2.3), feature pre-processing (section 2.4) and classification (section 2.5) are described. In section 2.6, the training conditions in three different applications – posture classification for hearing research, multiuser control of an audio-visual art installation, and individualised light control for a dance-floor – are explained. Classification performance in the different applications with the proposed pre-processing methods are given in section 3 and discussed in section 4.

2 Methods and apparatus

For this study, one or more subjects were tracked using a Microsoft kinect depth camera. Although the final applications of this gesture and posture classification approach significantly differ, they have all the same structure, which is depicted in Fig. 1. First, the camera data was filtered for a more robust point cloud estimation and background removal. In a second step, the point cloud was split into multiple objects. For each object, a set of features was extracted, and based on this feature set, the posture or gesture of each object was classified. The point cloud processing and classification was implemented in the openMHA hearing device signal processing platform [Herzke et al., 2017; Grimm et al., 2009; Grimm et al., 2006]. Training and data analysis was implemented in Matlab. These processing blocks are described below.

2.1 Noise reduction and background removal

The Microsoft kinect depth camera is an optical sensor which measures the depth through the parallax of an infrared laser grid. It provides a depth value $d$ for each pixel position $(k, l)$. Invalid values (e.g., occlusion, absorption) get the depth value $d = 0$. In this study, the depth was scanned with a frame rate of 10 Hz.

Absorbing objects and objects with a very uneven surface, e.g., curly hair, typically result in invalid data points for many frames. To increase robustness in such conditions, invalid values were replaced by the last available valid value, if a value was measured within the last second.

For the classification of objects it was essential to separate them from the background. Therefore, in an initial phase without subjects in the sensing area, the background depth was measured, and all depth values close to the background were removed. After this step, only those data points remain which were assumed to belong to a relevant object.

2.2 Edge detection and object grouping

An assumption for the object grouping was that all objects have a spatial separation, i.e., either the depth was not continuous or the objects were separated by background pixels. This allows to use a simple first-order gradient edge detection algorithm using the depth data. A
pixel \((k,l)\) was an object boundary if the depth gradient was above a threshold \(d_t^k\) :
\[
(d_{k,l} - d_{k+1,l})^2 + (d_{k,l} - d_{k,l+1})^2 > d_t^2
\]  
(1)

To construct objects, a generic flood fill algorithm \[\text{Torbert, 2012}\] was applied to identify all pixels within a closed boundary. These pixels were marked on an object map with their object number. The set of pixels \((k,l)\) belonging to one object was \(P\), which was then used for further object-specific processing if the number of elements of \(P\), \(p\), has a sufficient size.

**Coordinate transformation.** At this stage the objects were defined by a set of pixels with a certain depth from the camera. For a robust feature extraction, these have to be transformed into a world coordinate system. In the first step, pixel data was transformed into a camera coordinate system \(x_c = (x_c, y_c, d)^T\), with the horizontal distance from the camera axis \(x_c\), the vertical distance \(y_c\) and the distance from the camera \(d\). These coordinates were linearly approximated by
\[
(x_c, y_c) = \alpha(k - k_0, l - l_0)d_{k,l}.
\]  
(2)

\((k_0, l_0)\) was the central pixel of the camera. World-coordinates \(x = (x, y, z)^T\) \((x\) distance along camera axis, \(y\) to the left, \(z\) upwards) were calculated by rotation and translation of the camera-coordinates. These point clouds \(\mathbb{P}\) were the basis of further feature extraction of each object. The object centre was \(\bar{x} = \langle x \rangle_{\mathbb{P}}\), i.e., the mean of all points in the point cloud \(\mathbb{P}\).

**Temporal alignment of objects.** At this point, the order of detected objects depends on the first object pixel position in the camera plane. This is not a robust measure, thus the object order may change from frame to frame. However, to allow for analysis of time related features, the objects were re-ordered based on a similarity measure of distance \(d\) and the object size ratio \(r\) between consecutive frames. The distance between the objects \(o\) and \(q\) at the time indices \(t\) and \(t - 1\) was defined as \(d_{o,q}(t) = ||\bar{x}_o(t) - \bar{x}_q(t-1)||\). The size ratio was \(r_{o,q}(t) = e^{||\ln(p_o(t)) - \ln(p_q(t-1))||}\). Then the coherency matrix \(C(t)\) between two objects was defined by its elements \(c_{o,q}(t) = r_{o,q}(t)e^{-\gamma d_{o,q}(t)}\)
\[
(3)
\]
with a weighting coefficient \(\gamma = 10\). For a re-sorting of objects, the columns of \(C\) were ordered to maximise the elements on the diagonal, corresponding to a maximal temporal coherence.

### 2.3 Feature extraction

A list of all extracted features and their labels can be found in Table 1. Features corresponding to the object in the global coordinate system as well as features describing size and distribution of the point cloud \(\mathbb{P}\) relative to its centre were extracted. The object rotation was estimated from the ratio of depth to width. Two methods of calculating point cloud distribution were tested: In the first method, weighted averages across \(\mathbb{P}\) were calculated. For example, the average left bottom position was estimated by using a weight \(w\) with
\[
w = \begin{cases} (z - z_{\text{max}})^2 + (y - \langle y \rangle)^2 & y > \langle y \rangle \\ 0 & \text{otherwise} \end{cases}
\]  
(4)

To account for dynamic properties, which may be important for gesture classification, in addition to the above mentioned point cloud distribution related features, the absolute value of their temporal derivatives was calculated.

These features define the time-variant feature vector \(f(t)\) which was used as an input of feature pre-processing.

### 2.4 Feature pre-processing and optimization

Before the actual classification, the features \(f\) were pre-processed with a method \(\mathcal{P}\) to maximise the classification performance,
\[
\hat{f}(t) = \mathcal{P}\{f(t)\}.
\]  
(5)

The pre-processing method \(\mathcal{P}\) was a combination of temporal low-pass filtering with the time constant \(\tau\), selection of optimal feature set \(\mathbb{F}\), and PCA.

The pre-processing method \(\mathcal{P}\) was iteratively optimised. In each iteration cycle \(m\), the training of the classifier was done based on the pre-processed training data set, whereas the classification performance to which this pre-processing method \(\mathcal{P}_m\) led, was computed using the test data set, pre-processed in the same way as the training data. The pre-processing method \(\mathcal{P}_m\), which gave the best classification performance was chosen as the final pre-processing method for classification.

**Orthogonalisation.** The naïve Bayesian classifier used in the current work assumes
Table 1: List of features per identified object. The features were calculated by two different implementations, as indicated by the prefix o and n.

<table>
<thead>
<tr>
<th>name label</th>
<th>global coordinates:</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of pixels p</td>
<td>n.n</td>
</tr>
<tr>
<td>mean position x</td>
<td>n.x, n.y, n.z</td>
</tr>
<tr>
<td>median position</td>
<td>n.xmed, n.ymed, n.zmed</td>
</tr>
<tr>
<td>rotation</td>
<td>n.rot</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>local coordinates:</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
</tr>
<tr>
<td>thickness</td>
</tr>
<tr>
<td>segment positions</td>
</tr>
<tr>
<td>segment thickness</td>
</tr>
<tr>
<td>z-quantiles</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>velocities:</th>
</tr>
</thead>
<tbody>
<tr>
<td>object velocity</td>
</tr>
<tr>
<td>size changes</td>
</tr>
<tr>
<td>vertical segment velocities</td>
</tr>
<tr>
<td>horizontal segment velocities</td>
</tr>
<tr>
<td>angular velocity</td>
</tr>
</tbody>
</table>

conditional independence of all the features. This means, that adding features which are highly correlated with other features might degrade the performance of the classification. Therefore, an orthogonalisation of the feature space is required. In this study, two orthogonalisation methods were tested.

A principle component analysis (PCA) is a generic orthogonalisation method. A transformation matrix is estimated, which is then applied to the feature vector before classification. To avoid a dominance of large-scale features, all features were scaled to ensure a standard deviation of one before calculating the PCA coefficients.

As an alternative method, a feature selection method is proposed. First, the individual classification performance of each feature from the full feature set was computed, by training the classifier only on the given feature. Classification performance was then measured on the test data set. The features were then sorted by their individual classification performance. Starting with the best performing feature, features from the sorted feature set were added successively to the optimal feature set. This procedure was repeated until no further increase of classification performance was observed. Although this feature set is optimised for classification performance, it does not guarantee that it is orthogonal in a statistical sense.

Low-pass filtering. Low-pass filtering of the features across time results in a smaller feature variance within a class and thus a better class separation, which as a consequence leads to a better classification performance. On the other hand, with long time constants the classifier is not able to track transitions between the classes. The time constant \( \tau \) can be adapted to the expected frequency of class transitions in the test data, or to increase classification performance and stability. The optimal \( \tau \) was determined by a one-dimensional grid search, with and without PCA and feature selection.

2.5 Classification

To accomplish the gesture classification task, a Gaussian Naïve Bayesian Classifier was implemented. This approach assumes a set of conditionally independent and normally distributed features. Each class \( c_h \), where \( h = 1, ..., N_c \) is the class index, and \( N_c \) is the total number of classes, represented a different gesture or posture. \( \hat{f} \) is a data vector with extracted features \( \hat{f}_j \), where \( j = 1, ..., N_j \) is the feature index, and \( N_j \) is the number of features. Considering the independence assumption, Bayes formula can be written in the following form:

\[
p(c_h|\hat{f}) = \frac{p(\hat{f}|c_h)p(c_h)}{p(\hat{f})} = \prod_{j=1}^{N_j} p(\hat{f}_j|c_h)p(c_h),
\]

(6)
which means that the overall class conditional probability \( p(\hat{f}|c_h) \) can be computed by multiplying the conditional probabilities for each feature \( p(\hat{f}_j|c_h) \).

Since the elements of \( \hat{f} \) are assumed to be normally distributed \( p(\hat{f}_j|c_h) = N(\mu_{jh},\sigma_{jh}) \), the probability density function (PDF) of a feature \( j \) for a class \( h \) can be modelled by the mean \( \mu_{jh} \) and standard deviation \( \sigma_{jh} \). These parameters were estimated from the manually labelled training data. Also a flat prior probability was assumed, \( p(c_h) = 1/N_c \).

In the current study, probabilities \( p(c_h|\hat{f}(t)) \) were calculated for each object in each time frame. For estimating the classification performance, the confusion matrix was computed as an average posterior probability for each class. The classification performance was the geometric average across the diagonal of the confusion matrix.

### 2.6 Classification tasks and class labels.

The training was executed for three different classification tasks, corresponding to the use cases in hearing research, art and entertainment. In each training data set, data from nine test subjects (age from 23 to 44 years) was used. The recording of each gesture or posture lasted approximately 90 seconds for each subject.

In the first task (‘project 1’), four classes with typical communication states were defined with an intention to track the subject’s behaviour during the hearing experiment. There were three sitting postures with labels relaxed, straight, forward, and a class corresponding to gesticulation while talking, gestures.

The second task (‘project 2’) consisted of eight classes, either body movements or postures, which were used for controlling and mixing of sound and video art installation concerning different manifestations of water. The ‘water’ classes had the following labels: labels lake, rain, ice, waves, ocean, boil, steam and thunder.

The third classification task (‘project 3’) contained five classes related to typical actions on a dance-floor at parties, to control the light according to individual behaviour of the dancers. The labels stand (standing or slowly walking), beer (drinking from a bottle), dance (dancing), xdance (excessive dancing) and windmill (rotating head) were used.

Images from Figures 2, 3 and 4 present the selection of classes for each project.
3 Results

3.1 Influence of feature pre-processing on classification performance

Time constant optimisation. Figure 5 shows the classification performance as a function of feature low-pass filter time constant \( \tau \) in all tested projects. The optimal value for project 1 was 297 ms, resulting in a classification performance of 81.8%. In project 2, the optimal time constant was 250 ms with a performance of 82.9%. In the third project, the time constant \( \tau \) was 8 s, leading to a classification performance of 78.4%.

In all cases, the feature orthogonalisation improved the performance. The maximum performance was always achieved with the proposed method for feature selection. Using the PCA alone increased the performance only marginally. Both methods in combination do not give better performance results than the proposed method alone.

Feature selection. Figure 6 shows the performance of individual features in the three different projects. In project 1, the proposed feature selection method reduced the dimensionality to 12 features. The performance of individual features ranged from 19.1% to 44.4%. 42.7% of the selected features were velocity-related features. In project 2, a set of 17 features was found to be optimal; individual performance ranged from 13% to 28.4%. 35.3% of the features were velocity-related. In the last project, only 9 features were sufficient for optimal classification, with individual performance between 26.3% and 48.2%. In this case, 66.7% of the features were related to motion.

3.2 Classification performance with optimised parameter sets

Figure 7 shows the posterior probabilities as a function of time. It can be noticed that classification errors mostly occurred at class transitions. With the longer time constants of project 3, a lag of classification at each transition can be seen.

The confusion matrix is shown in Figure 8. In project 1, the least confusions were achieved for the forward class. Typical confusions were between the classes straight and relaxed, as well as between gestures and straight. In project 2, the least confusions were found for
Figure 6: Classification performance of single features (thick bars) and the cumulative classification performance (thin bars). Stars denote the features which were selected by the proposed orthogonalisation method. Blue colours denote velocity-related features.

Figure 8: Confusion matrices (average posterior probability for each class in the test data set) of the three different projects.

the classes boil, ocean and steam. The class thunder was often confused with the classes rain or steam. In the third project, more confusions can be noticed. Most confusions can be found for the classes xdance and windmill, and between the classes beer and dance.

4 Discussion

The results show that a robust classification of gestures and postures based on a low-level feature set is possible, even with a naïve Bayesian classifier and a small feature space. The preprocessing of features indicated that a orthogonalisation of the feature space in a statistical sense is less important than the selection of features with an optimal class separation. However, it is still unclear whether another order of combination of orthogonalisation methods or a dimension-reduction in the PCA would further increase performance.

In this study, only number of low-level features was used. A high-level feature space, e.g., skeleton modelling, might be beneficial for robust classification of complex and high-level gestures. On the other hand, using such low-level features does not require any model assumptions. An intermediate solution could be an advanced segmentation of the point cloud.
5 Conclusions

In this study it was shown that even with a small and low-level point-cloud based feature space a robust classification of gestures and postures is possible. The tested applications covered research, art and entertainment, with four to eight classes in each application. The proposed method of feature-space optimisation by selecting a subset of the features was shown to result in better classification performance than a statistical orthogonalisation method. Low-pass filtering of features with application-specific time constants allowed for a trade-off between stable classification and fast reactions at class transitions. Classification performance of approximately 80% was achieved in all applications. Automatic classification of gestures and postures for hearing research applications with the ‘subject-in-the-loop’, i.e., with a behavioural feedback loop, seems feasible.
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